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Autonomous Vehicle Logistic System: Joint
Routing and Charging Strategy
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Abstract— The smart city embraces gradual adoption of
autonomous vehicles (AVs) into the intelligent transportation
system. Contributed by their full-fledged controllability, AVs can
respond to instantaneous situations with high efficiency and flexi-
bility. In this paper, we propose a novel AV logistic system (AVLS)
to accommodate logistic demands for smart cities. We focus on
determining the optimal routes for the governed AVs in consid-
eration of various requirements imposed by the vehicles, logistic
requests, renewable generations, and the underlying transporta-
tion system. By coordinating their routes and charging schedules,
the system can effectively utilize the renewable energy generated
by distributed generations. We formulate the joint routing and
charging problem in the form of quadratic-constrained mixed
integer linear program. To improve its scalability, we develop a
distributed solution method via dual decomposition. We conduct
extensive simulations to evaluate the performance of proposed
system and solution methods. The results show that AVLS can
effectively utilize excessive renewable energy while accomplishing
all logistic requests. The distributed solution can develop near-
optimal solutions with compelling improvement in computational
speed.

Index Terms— Autonomous vehicle, logistics system, vehicle
routing, vehicle charging, smart city.

I. INTRODUCTION

W ITH increasing awareness of environmental protec-
tion, the public is embracing the green revolution of

adopting energy-efficient and clean technologies [1]. Among
the promising technologies constructing the future sustainable
smart cities, the intelligent transportation system (ITS) is
one of the essential components. It is envisioned that ITS
can help accommodate a massive volume of transportation
demand while exerting limited and controllable damage to the
environment [2]. By upgrading the transport carriers and back-
end supporting management systems, ITS can support higher
transportation capacity and provide a safer travel environment
to the citizens.

Recent industrial investigations reveal that the autonomous
vehicles (AV) will revolutionize the automobile industry and
transportation systems, and become prevalent in the next
decade [3], [4]. AVs are well-known for their capabilities to
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adapt to real-time traffic conditions and to determine optimal
driving patterns. These features benefit the transportation
system in many ways, such as less traffic collisions and
greater transportation throughput. Moreover, AVs are typically
connected and online-controllable, which means that real-time
driving instructions can be remotely issued by a specific con-
trol center [5]. In this way, the control center can collectively
manage and optimize the routes of a fleet of AVs to achieve
certain social objectives, such as reducing traffic congestion.

In addition, one important function of ITS is to handle the
so-called “last-mile” delivery, which refers to the process of
conveying goods from transportation hubs to final destinations
in supply chain management [6]. The increasing demand of
last-mile delivery operations advocates the adoption of a more
energy-efficient and environmentally acceptable form of city
logistics [7]. In fact, AV can act as a good candidate to fulfill
these requirements. With the adoption of AVs in the modern
transportation system, they can be employed to construct
a new logistic system with high efficiency, flexibility, and
capacity.

It is also believed that the future sustainable smart city will
incorporate lots of renewable generations into the power grid.
However, the volatility and intermittency of renewables bring
great challenges to the power system stability [8]. One possible
solution is to utilize the batteries of electric vehicles (EVs)
to mitigate the fluctuation of renewable generations [9], [10].
Since most AVs are made in the form of EVs and it is much
easier to manipulate the driving schedules of AVs collectively,
we believe AVs can greatly contribute to the sustainability of
future smart cities and human society.

In this paper, we propose the Autonomous Vehicle Logis-
tic System (AVLS) to provide smart city logistic services.
AVLS aims to integrate AVs, logistics, and the renewable
generation into one system. It manages a fleet of AVs to
accommodate logistic requests. We focus on investigating
how to provide the optimal routes for all AVs in AVLS to
serve their logistic requests. In the meantime, the routes can
strategically guide the vehicles to get charged at appropriate
locations with distributed generations (DGs). This helps utilize
the excessive energy at DGs, which otherwise have to be
curtailed or injected into the main grid, which may lead to
potential stability issues [11]. The contribution of this paper
is summarized as follows:

• We propose AVLS for logistic services with AVs, which
can also help mitigate the renewable generation fluctu-
ations of distributed generations and improve renewable
penetration;
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• We formulate the joint routing and charging problem to
determine the optimal AV routes based on some social
objectives;

• We design a distributed method to efficiently solve the
proposed optimization problem;

• We validate the performance of AVLS with extensive
simulations.

The rest of this paper is organized as follows. We provide
the background of this work in Section II. Then we elab-
orate the system model of AVLS in Section III, including
its essential system components and the operational design.
Section IV formulates the joint routing and charging problem
for AVLS, and Section V discusses a distributed solution to the
problem. In Section VI, the system performance is evaluated
with comprehensive simulations. Finally, we conclude this
paper in Section VII.

II. BACKGROUND

AVs and renewable generations are among the essential
components of the future smart city. Some previous work
investigated the driving behavior of AVs, the interaction
of AVs, and the integration of AVs with renewable genera-
tions. For instance, [12] introduced a local path planner to
compute the AV driving trajectories and [13] investigated the
trajectory control design for autonomous driving. In addition,
cooperative AV transportation pattern has also attracted lots
of attention. Reference [14] analyzed the coupling of AV
control, communication, and sensing in multi-vehicle systems
for a safer, efficient, and sustainable road transportation.
Reference [15] devised a decentralized cooperative lane-
changing decision-making algorithm for AVs to improve
stability, efficiency, homogeneity, and safety.

AVs are typically electric energy driven and they contain
batteries to store energy for propulsion. Hence, as EVs,
AVs can actively participate in vehicle-to-grid (V2G) sys-
tems to support power system services. While there are few
existing results on AVs participating in V2G (e.g., [16]),
a plethora of literature is devoted to studying EV-V2G systems.
EVs are shown to be effective to provide services like demand
response [17]–[19] and ancillary services [20]–[22]. Through
coordinated charging operations, the profits of EV owners
and/or system operators can be improved [10], [23]. All these
suggest that EVs can benefit the power system operation and
the adoption of EVs to the modern transportation system is
encouraged, and so as AVs.

Moreover, the gradual adoption of AVs and EVs advo-
cates their active participation in logistic services. These
“green” vehicles are expected to significantly improve the
environment-friendliness of modern logistic systems. For
example, [24] showed that a large scale AV/EV-driven logistic
system is becoming more feasible. EVs have demonstrated
advantages over the traditional diesel-driven counterpart in
real-world implementations in China [25] and Portugal [26].
To the best of our knowledge, there is no existing research
on vehicle-charging logistic systems. We aim to bridge this
research gap in this paper.

AVLS can be considered as a variant of the AV public
transportation system (AVPTS) [27], which utilizes AVs for

public transportation. In this system, a control center manages
a fleet of AVs and coordinates their driving schedules to
provide public transportation services. [27] investigated the
admission control and scheduling while [28] and [29] studied
its pricing mechanisms. While AVLS shares some design
principles with AVPTS, AVPTS cannot be adopted for the
logistic needs directly. For instance, logistic requests typically
have arrival deadlines, which are not considered explicitly
in AVPTS. In addition, AVPTS does not include a vehicle
charging scheme and thus how it can integrate with smart grid
is still unknown. In this work, based on AVPTS, we design
AVLS which is tailored for logistics and can be integrated with
the smart grid.

III. SYSTEM MODEL

This section focuses on the architecture of AVLS. We first
introduce the building blocks of the system and then its
operations.

A. System Components

The symbols used in this work are summarized in Table I.
1) Transportation Network: AVs traverse in the transporta-

tion network for logistic purposes. The network is modeled by
a directed graph G(V, E). Each edge (i, j) ∈ E is associated
with a distance Dij (km) indicating the travel distance from i
to j , and traffic speed Si j (km/h), which describes the average
speed of traffic flow from i to j at time t . Note that Dij and Si j

can be different from D ji and Sj i to account for the possible
asymmetry of roads. From Dij and Si j , we can also determine
the corresponding travel time Li j .

2) Autonomous Vehicles: We denote the set of AVs in
AVLS by K. We consider heterogeneous settings such
that the AVs can be of different types or have different
properties. Each k ∈ K can be represented by a tuple
�Pk, Pk, Bk, ηk, Ck ,R−

k , R+
k , T k,Qk�, where Pk is the start-

ing location of k, Pk is its final destination of k after all
deliveries, Bk is its battery capacity (kWh), ηk is its charging
efficiency (%), Ck is the initial state-of-charge (SOC, %),
R−

k equals {Rij−
k ,∀ (i, j)} where Rij−

k (kWh/km) is its energy
consumption rate when driving on (i, j), R+

k is its charging
rate (kW), T k is the deadline for k to arrive at Pk , and Qk is
the set of logistic requests previously assigned to k.

3) Logistic Requests: We consider a collection of logistic
requests for goods delivery. Each request q is specified by a
tuple �P �

q , T �
q , T

�
q , D�

q �, where P �
q is the delivery location of q ,

T �
q and T

�
q (T �

q < T
�
q ) are the earliest and latest delivery times,

respectively. Disembarking the goods at P �
q incurs service

time D�
q .

4) Renewable Distributed Generations: We follow [30]
and [31] to model DGs in AVLS. We consider a set of grid-
connected renewable DGs1 g ∈ G in AVLS, each of which
locates at vg ∈ V . While DGs generate energy from the
renewables to support their local consumptions, any excessive
energy can also be used to charge the AVs. We consider DG
g providing at most ωg(t) ≥ 0 (kW) power to charge its

1The model can also represent the conventional DGs which utilize dispatch-
able energy sources.
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TABLE I

SUMMARY OF DEFINED SYMBOLS

associated AVs with its excessive energy at time t . As DGs
can serve as a platform for AVs to participate in V2G,
ωg(t) represents the charging power requested for V2G at g
at time t , which is similar to the implementation discussed
in [16].

5) Depots: Depots refer to those places where goods are
loaded to the vehicles [32]. We consider a set of depots
d ∈ D, which is located at vd ∈ V . In AVLS, the depots
can also be used to charge the vehicles. While DGs are
scattered in the city, returning to the depots for charging may
be time-consuming and cost-ineffective. Therefore, how to
optimally route AVs to deliver goods while charging at nearest
DGs or depots is an important problem.

B. System Operations
As AVPTS [27], we consider a control center which

instructs its governed AVs how to route and get charged in
the transportation network based on certain goods delivery
requirements. The complete delivery process can be divided
into two phases: planning and implementation. In the former,
the control center determines the routing and charging plan
for AVs as follows. Each AV is assumed to be initially
parked at a certain depot, where the goods to be delivered are
stored. Goods are loaded to the vehicles based on the methods
described in [33] and [34]. Then the control center gathers the
required information about the transportation network, AVs,

and logistic requests. At this time, the participating DGs also
report to the system their estimated excessive energy, which
can be used to charge the AVs [35]. Next it determines the
routing and charging plans for the AVs with the considerations
of the logistic requests and real-time traffic conditions. Finally
the AVs carry out the plans for implementation. Sometimes
during the implementation, information, such as traffic speeds
and DG energy predictions, needs to be updated in real-time.
In such cases, the control center can re-determine the routing
and charging plan based on the new information.

In the system, the control center needs to actively collect
traffic and vehicular information from time to time. Thanks
to the development of various vehicular communication tech-
nologies, the data collection process can be facilitated by a
certain wireless vehicular communication system. For
instance, IEEE 802.11p [36] defines the standard for wireless
vehicular communications to support intelligent transportation
system applications. Vehicular ad hoc networks (VANET)
can be set up to accommodate the wireless communication
demand [37]. In addition, in the proposed system, the con-
trol instructions and the required data are not unremitting.
Specifically, the driving plan can be sent to the vehicles for a
short period of time and then only occasional connectivity
is required for subsequent positioning and data collection.
Hence, continuous connectivity is not necessary in the system,
and VANET can be used to facilitate the transmission [37].
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Fig. 1. A simplified model of VANET.

Fig. 1 illustrates how VANET constructs and functions. The
communication network is facilitated by both vehicle-to-
roadside base station communications and inter-vehicle com-
munications. The technology employs the moving vehicles
as wireless routers or nodes to constitute a ad-hoc wireless
communication network with vehicles [37].

In AVLS, since the deadlines for delivery are fixed, a fast
planning phase allows us to reserve more time for the actual
implementation. As previously introduced, the planning phase
is composed of three steps: information gathering, vehicle
allocation, and optimization. With advanced vehicular com-
munications, the data collection and route assignment can
be done in seconds. In addition, the process of allocating
goods to different vehicles can also be accomplished very
fast [34]. Hence, it is essential to develop a fast and scalable
strategy to determine the routing and charging plan. The
relationship between system size and computational time will
be investigated in Section VI-B.

IV. AVLS ROUTING AND CHARGING OPTIMIZATION

As discussed in Section III, one key problem in AVLS
is to develop the optimal routing and charging plans for all
participating vehicles. In this section, we formulate the joint
routing and charging optimization problem.

A. Decision Variables

We define a binary variable xk
i j to indicate which roads AV

k should traverse, as follows:

xk
i j =

{
1 if k traverses (i, j) ∈ E
0 otherwise

∀k ∈ K,∀i, j ∈ V .

For the ease of formulation, we assume that an AV can visit
each node in the graph at most once2. We also describe the
status of AV k at road intersection j ∈ V with the following:

• tk
j ≥ 0: The time when k arrives at j ;

• dk
j ≥ 0: The duration of stay at j for k;

• εk
j ≥ 0: The amount of energy charged at j for k;

• 0 ≤ ck
j ≤ 1: SOC of k at j ;

• ρk
j (t) ≥ 0: Charging profile function of k at j , which

describes the charging power of the vehicle at the inter-
section and time t .

If k will not visit j , the corresponding variables and function
above can be ignored.

B. Objective Functions
In this paper, we consider three different practical objectives

for the joint routing and charging problem:

2In practice, we can create multiple nodes for the same location if it needs
to be visited for multiple times.

1) Total Driving Distance: The total driving distance is a
key concern when we decide the routes of vehicles [38], [39].
Since longer traveling distance imply more energy consump-
tion and heavier traffic, shorter routes are more preferable.
Thus we get

minimize D =
∑
k∈K

∑
(i, j )∈E

Dij xk
i j . (1)

2) Charged DG Energy: Most DGs are powered by the
renewables. We will further enhance renewable penetrations
if we can efficiently utilize the excessive energy generated.
In this case, we can charge the vehicles with the excessive
energy. This can be achieved with the following objective
function:

maximize P =
∑
k∈K

∑
g∈G

εk
vg

. (2)

3) Delivery Time: For a logistic system, we aim to deliver
the goods as earliest as possible and we have

minimize T =
∑
k∈K

tk
Pk

, (3)

which minimizes the total amount of time required for AVs
to reach their final destinations Pk after delivering all goods
on-board.

C. Constraints

1) Route Constraints: In AVLS, each AV is pre-allocated
with some logistic request(s) based on those methods
described in [33] and [34]. A vehicle should reach the cor-
responding destinations of the assigned requests for delivery.
This can be ensured by having∑

i∈V
xk

i j ≥ 1, ∀k ∈ K,∀ j ∈ {P �
q |q ∈ Qk}. (4)

It means that k should take at least one road that leads to the
destinations of the assigned requests.

We model vehicular routes with the network flow model.
The route for k is composed of multiple consecutive roads,
and the connectivity is guaranteed by:

∑
i∈V

xk
i j −

∑
i∈V

xk
j i =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 ∀k ∈ K,∀ j ∈ V \ {Pk, Pk}
0 ∀k ∈ K,∀ j ∈ V, Pk = Pk

−1 ∀k ∈ K, j = Pk, Pk 	= Pk

1 ∀k ∈ K, j = Pk, Pk 	= Pk,

(5)

where
∑

i∈V xk
i j and

∑
i∈V xk

j i are the incoming and outgoing
flows of j , respectively. In (5), the first case ensures that
for all road intersections other than a source or destination
of k, if k reaches j from a road, an incoming flow will
lead to an outgoing one. The remaining cases confirm that
if the source and destination are different, there should be
an outgoing flow and an incoming flow at the source and
destination, respectively. Otherwise, the number of incoming
and outgoing flows should be the same. Hence, (5) guarantees
that the routes are connected.
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2) Time Constraints: Recall that dk
j defines the duration of

stay at j for k. During the stay, Vehicle k can get charged
from the DG and unload the goods if needed. If so, the stay
should be at least long enough to unload the necessary goods,
i.e.,

dk
j ≥ D�

q , ∀k ∈ K, ∀ j ∈ {P �
q |q ∈ Qk}. (6)

Moreover, traversing the roads take time. When k passes
through (i, j), tk

j should be no less than tk
i with dk

i and the
travel time on (i, j). Hence we have:

tk
j ≥ tk

i +dk
i + Li j , ∀k ∈ K,∀i ∈V,∀ j ∈V \ Pk,∀xk

i j = 1.

(7)

Moreover, the goods should arrive at their destinations
within the expected earliest and latest times, i.e.,

T �
q ≤ tk

j ≤ T
�
q , ∀k ∈ K, ∀q ∈ Qk, j = P �

q . (8)

Finally, the deadline T k for k to arrive at its destination Pk

should be caught:

tk
Pk

≤ T k,∀k ∈ K. (9)

3) Charging Constraints: The amount of energy charged
by k at j is limited by its duration of stay, which gives:

εk
j ≤ dk

j R+
k , ∀k ∈ K,∀ j ∈ {vg|g ∈ G} ∪ {vd |d ∈ D}, (10a)

εk
j = 0, ∀k ∈ K,∀ j 	∈ {vg|g ∈ G} ∪ {vd |d ∈ D}. (10b)

Constraint (10a) guarantees that the amount of energy charged
at the DGs and depots must not exceed the maximum possible
amount, which is achieved by charging at full rate R+

k during
the stay. For those intersections without charging capability,
no charging is possible, which is described by (10b).

Moreover, SOC should be updated according to the
driving consumption and charging conditions. If k drives
through (i, j), based on the SOC at i , the SOC at j can be
computed by removing the energy spent on (i, j), and adding
the charged energy at j . Hence we have:

ck
j = ck

i + εk
i − Dij Ri j−

k

Bk
,

∀k ∈ K, ∀i ∈ V, ∀ j ∈ V \ Pk, ∀xk
i j = 1, (11a)

ck
j = Ck, ∀k ∈ K, ∀i ∈ V, j = Pk . (11b)

4) DG Constraints: DG g provides power for charging
at ωg(t), which can be used to serve all those AVs stationed
at g at time t . Hence we have∑

k∈K
ρk

vg
(t) ≤ ωg(t), ∀g ∈ G, ∀t ≥ 0. (12)

To convert power into energy, we have

εk
j =

∫ t k
j +dk

j

t k
j

ηkρ
k
j (t)dt, ∀k ∈ K, ∀ j ∈ V . (13)

The charging power is also limited by the maximum charging
rate of k:

ρk
j (t) ≤ R+

k , ∀k ∈ K, ∀ j ∈ V, ∀t ≥ 0. (14)

D. Linear Transformation and Function Constraint Handling

We can see that all the objective functions and most
constraints are affine, which are relatively easy to be handled.
However, constraints (7) and (11a) are conditioned on xk

i j = 1,
which cannot be directly modeled without prior knowledge
of xk

i j . Moreover, (12)–(14) are based on ρk
j (t), which can-

not be effectively addressed by most optimization solvers,
e.g., [40]. In this section we propose practical solutions to
handle these issues. We first transform (7) into an equivalent
linear form. We consider the following two cases:

• When xk
i j is zero, AV k will not visit j from i along

road (i, j). So there is no clear relation between tk
i and

tk
j . tk

j is only confined by its feasible range, i.e., [0,+∞);
• When xk

i j is one, tk
j must be greater than or equal to RHS

of (7).
Hence, we can transform (7) into the following linear
inequality:

tk
j ≥ tk

i +dk
i +Li j −M(1−xk

i j ), ∀k ∈K,∀i ∈V,∀ j ∈V \ Pk,

(15)

where M is a sufficiently large number.
Similarly, (11a) can be recast as

ck
j ≤ ck

i + (εk
i − Dij Ri j−

k )/Bk + M(1 − xk
i j ), (16a)

ck
j ≥ ck

i + (εk
i − Dij Ri j−

k )/Bk − M(1 − xk
i j ),

∀k ∈ K,∀i ∈ V,∀ j ∈ V \ Pk . (16b)

When xk
i j is one, (16) is equivalent to (11a). Meanwhile, when

xk
i j is zero, ck

j has no clear relation with ck
i as k does not take

road (i, j). In such cases, RHS of (16a) is greater than one, and
RHS of (16b) is smaller than zero. Considering 0 ≤ ck

j ≤ 1,
(16) does not confine the value of ck

j when xk
i j = 0.

Finally we address the constraints that involve func-
tion ρk

j (t), namely, constraints (12)–(14). We approximate
those constraints by discretizing the time horizon into a
number of time slots. To do this, additional ancillary variables
are required, which are defined as follows:

• T: The discretized time horizon;
• τ : Total number of time slots;
• τ : A time slot in T;
• �t : Duration of a time slot;
• uk

j (τ ) ∈ {0, 1}: Binary indicator on if AV k is charging
at j in time slot τ ;

• pk
j (τ ): Averaged ρk

j (t) during τ ;

• ωg(τ ) = ∫ (τ+1)�t
τ�t

ωg(t)dt/�t : Power supply of g at τ .
Hence, (12)–(14) can be respectively transformed into:∑

k∈K
pk
vg

(τ ) ≤ ωg(τ ), ∀g ∈ G,∀τ ∈ T, (17a)

∑
τ∈T

ηkuk
j (τ )pk

j (τ ) = εk
j , ∀k ∈ K,∀ j ∈ V, (17b)

pk
j (τ ) ≤ R+

k , ∀k ∈ K,∀k ∈ V,∀τ ∈ T, (17c)

uk
j (τ ) =

⎧⎪⎨
⎪⎩

1 tk
j ≤ τ�t ≤ tk

j + dk
j − �t

and is charging

0 otherwise,

∀k ∈ K,∀ j ∈ V,∀τ ∈ T. (17d)
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In (17d), τ�t ≥ tk
j means that the starting time of τ is no

earlier than the arrival time of k at j . τ�t ≤ tk
j + dk

j − �t ,
or equivalently τ�t + �t ≤ tk

j + dk
j , means that time slot τ

must end before the departure time of k at j .
In this implementation, uk

j (τ ) is conditioned on variables
tk

j and dk
j , and cannot be properly modelled in the standard

form. By using the same linearization technique employed
to handle (7) and (11a) previously, we can re-write (17d)
into:

uk
j (τ ) ≤ 1 − (tk

j − τ�t )/M, (18a)

uk
j (τ ) ≤ 1 + (tk

j + dk
j − �t − τ�t )/M,

∀k ∈ K, ∀ j ∈ V, ∀τ ∈ T. (18b)

When tk
j ≤ τ�t ≤ tk

j + dk
j − �t , the RHS of the inequalities

in (18) are equal to or greater than one, rendering uk
j (τ ) ∈

{0, 1}. So we can determine through optimization if k should
charge at τ (uk

j (τ ) = 1) or simply stop at j without charg-
ing (uk

j (τ ) = 0). For other τ values, the RHS of inequalities
in (18) are smaller than one (but greater than zero). These τ ’s
correspond to the time slots in which k is not staying at j ,
thus uk

j (τ ) = 0.

E. Joint Routing and Charging Optimization

With the above simplifications, the AVLS joint routing and
charging optimization can be formulated as follows:

Problem 1 (Joint Routing and Charging Problem):

minimize D, −P , or T

subject to (4)–(6), (8)–(10), (11b), (15), (16),

(17a)–(17c), and (18)

V. DISTRIBUTED ROUTE OPTIMIZATION

Problem 1 is a quadratic-constrained mixed-integer linear
programming (QCILP). As mentioned in Section I, the AV
population is expected to grow very fast in the near future
and this will enlarge the problem size. Moreover, to be
demonstrated in Section VI, the computational time will
increase drastically with the problem size if it is solved in
a centralized manner. So a scalable solution method is more
practical. To speed up the computational process, in this
section we develop a distributed solution method via dual
decomposition [41], [42].

A. Partial Lagrangian Relaxation

It is evident that all constraints of Problem 1 are separable
with respect to AVs K except (17a). We first relax this
constraint by introducing Lagrangian multipliers λτ

g ≥ 0
and construct the following partial Lagrangian for the three
objective functions:

L D = D +
∑
g∈G

∑
τ∈T

λτ
g(

∑
k∈K

pk
vg

(τ ) − ωg(τ ))

=
∑
k∈K

( ∑
(i, j )∈E

Dij xk
i j +

∑
g∈G

	g
) − 
 (19a)

L P = −P +
∑
g∈G

∑
τ∈T

λτ
g(

∑
k∈K

pk
vg

(τ ) − ωg(τ ))

= −
∑
k∈K

∑
g∈G

(
εk
vg

− 	g
) − 
 (19b)

LT = T +
∑
g∈G

∑
τ∈T

λτ
g(

∑
k∈K

pk
vg

(τ ) − ωg(τ ))

=
∑
k∈K

(
tk
Pk

+
∑
g∈G

	g
) − 
 (19c)

where 	g = ∑
τ∈T

λτ
g pk

vg
(τ ) and 
 = ∑

g∈G
∑

τ∈T
λτ

gωg(τ ).
L D , L P , and LT represent the partial Lagrangian of objective
functions (1), (2), and (3), respectively. Given � = {λτ

g|g ∈
G, τ ∈ T}, the relaxed problem (named the primal problem in
the sequel, whose optimal objective value is denoted by ZP)
can be constructed as follows:

Problem 2 (Relaxed Problem):

minimize L D , L P , or LT

subject to δ ∈ X �

where X � is the solution space confined by all constraints of
Problem 1 except (17a). Let Z(�) be the optimal objective
value and trivially Z(�) ≤ ZP,∀� � 0 provides a lower
bound for the primal problem [42].

B. Dual Decomposition

In the relaxed problem, L D , L P , or LT is not separable with
respect to K. To overcome this, we construct the corresponding
dual functions as follows:

g(�) =
∑
k∈K

inf
δ∈X �{Gk(δ,�)} − 
, (20)

where

Gk(δ,�) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∑
(i, j )∈E

Dij xk
i j +

∑
g∈G

	g corresponds to L D

−
∑
g∈G

(
εk
vg

− 	g
)

corresponds to L P

tk
Pk

+
∑
g∈G

	g(τ ) corresponds to LT .

Now g(�) is a convex function because of the point-wise
infimum of affine functions of � [41]. Given a fixed �, we can
decompose the problem into a number of subproblems, each
of which is given as follows:

Problem 3 (Sub-problem for k):

minimize Gk(δ,�)

subject to
∑
i∈V

xk
i j ≥ 1, ∀ j ∈ {P �

q |q ∈ Qk},
∑

i∈V xk
i j −

∑
i∈V xk

j i = 0, ∀ j ∈ V \ {Pk, Pk},∑
i∈V xk

i j −
∑

i∈V xk
j i = 0, ∀ j ∈ V, Pk = Pk,∑

i∈V xk
i j −

∑
i∈V xk

j i = −1, j = Pk, Pk 	= Pk,∑
i∈V xk

i j −
∑

i∈V xk
j i = 1, j = Pk, Pk 	= Pk,

dk
j ≥ D�

q , ∀ j ∈ {P �
q |q ∈ Qk},

T �
q ≤ tk

j ≤ T
�
q , ∀q ∈ Qk, j = P �

q ,
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tk
Pk

≤ T k,

εk
j ≤ dk

j R+
k , ∀ j ∈ {vg |g ∈ G} ∪ {vd |d ∈ D},

εk
j = 0, ∀ j 	∈ {vg |g ∈ G} ∪ {vd |d ∈ D},

tk
j ≥ tk

i + dk
i + Li j − M(1 − xk

i j ),

∀i ∈ V, ∀ j ∈ V \ Pk,

ck
j ≤ ck

i + (εk
i − Dij Ri j−

k )/Bk + M(1 − xk
i j ),

∀i ∈ V, ∀ j ∈ V \ Pk,

ck
j ≥ ck

i + (εk
i − Dij Ri j−

k )/Bk − M(1 − xk
i j ),

∀i ∈ V,∀ j ∈ V \ Pk,∑
τ∈T

ηkuk
j (τ )pk

j (τ ) = εk
j , ∀ j ∈ V,

pk
j (τ ) ≤ R+

k , ∀ j ∈ V, ∀τ ∈ T,

uk
j (τ ) ≤ 1 − (tk

j − τ�t )/M, ∀ j ∈ V, ∀τ ∈ T,

uk
j (τ ) ≤ 1 + (tk

j + dk
j − �t − τ�t )/M,

∀ j ∈ V, ∀τ ∈ T.

Then we construct the dual problem to update � as:
Problem 4 (Dual Problem):

maximize
∑
k∈K

G∗
k(δ,�) − 


subject to � � 0,

where G∗
k(δ,�) is the optimal value to Problem 3. The optimal

solutions for Problem 4 can be employed to recover the
solution to the primal Problem 1, which will be introduced
next.

C. Projected Gradient Descent and Implementation

Problem 4 is linear. When given G∗
k(δ,�) by solving

Problem 3, Problem 4 can be effectively solved with the
Projected Gradient Descent (PGD) method [42], which is an
iterative method to effectively solve the dual problem. In each
iteration, PGD maximizes the objective function by moving a
candidate solution in the gradient direction of the function:

∂g(�)

∂λτ
g

= ∂ (
∑

k∈K
∑

g∈G 	g − 
)

∂λτ
g

=
∑
k∈K

pk
vg

(τ ) − ωg(τ ).

(21)

The optimal values for � can be approached by the following
update rule:

λτ
g(i + 1) =

[
λτ

g(i) + ατ
g (i) × ( ∑

k∈K
pk∗
vg

(τ, i) − ωg(τ )
)]+

,

(22)

where λτ
g(i) stands for the value of λτ

g at the i -th iteration,
ατ

g (i) > 0 is the step size, and pk∗
vg

(τ, i) is the optimal
value of pk

vg
(τ ) in Problem 3 at the i -th iteration. If we have∑

k∈K pk∗
vg

(τ, i) > ωg(τ ) which violates (17a), (22) will make
λτ

g(i + 1) greater than λτ
g(i), leading to smaller pk∗

vg
(τ, i + 1)

values in the next iteration.
By PGD, the most computationally expensive part of the

problem can be distributed to the vehicles. Fig. 2 depicts the
structure of the distributed algorithm and how the components

Fig. 2. Implementation of distributed projected gradient descent solution.

cooperate to solve the dual problem in an iterative manner.
At the beginning of the i -th iteration, the control center
broadcasts λτ

g(i) to all vehicles in the system (Step 1 in Fig. 2).
Upon receiving the information, each vehicle solves Problem 3
independently using their local information (Step 2), and the
optimal pk∗

vg
(τ, i) values are then reported back to the control

center (Step 3). Eventually, when all pk∗
vg

(τ, i) values have
been received, the control center updates λτ

g(i + 1) using (22)
(Step 4). We consider PGD converged if

∑
k∈K

∣∣∣ ∑
g∈G

∑
τ≤τmax

pk∗
vg

(τ, i + 1) − ∑
g∈G

∑
τ≤τmax

pk∗
vg

(τ, i)
∣∣∣

∑
g∈G

∑
τ≤τmax

pk∗
vg

(τ, i + 1)
< ε,

(23)

where ε is the termination threshold, which has a small
positive value, e.g., 10−4.

The primal solution of the original Problem 1 can be
recovered from the solutions to the sub-problems collectively.
Simply combining all sub-problem solutions may produce a
solution 1 violating (17a). If so, we first identify all combina-
tions of g ∈ G and τ ∈ T that violate the constraint. For each
pair of (g, τ ), all vehicles charged at g at time slot τ are sorted
by their charging powers, i.e., pk∗

vg
(τ ). Then we reduce these

charging powers one by one until the constraint is satisfied.
For instance, suppose pA∗

vg
(τ ), pB∗

vg
(τ ), pC∗

vg
(τ ), · · · are the

charging powers at g at time slot τ , sorted in a descending
order. The charging power of vehicle A is first replaced by that
of B. In other words, we reduce the largest charging power to
the second largest. If (17a) is still violated, the second largest
charging power is reduced to the third largest. This process
repeats until (17a) is satisfied, i.e.,

∑
k∈K pk

vg
(τ ) ≤ ωg(τ ).

In cases that all charging powers are reduced but the constraint
is still not violated, we restart this process. In the worst case,
all charging power values will be reduced to zero, and (17a)
must be eventually satisfied. A feasible primal solution can
then be constructed as the final solution to Problem 1.

This distributed method incurs minimal information
exchange between the vehicles and the control center. In each
iteration, instead of reporting all decision variables back to the
control center, each vehicle only needs to send its pk∗

vg
(τ, i).

For a practical system with a large fleet of AVs, this
method can effectively prevent a large amount of redundant
information, such as traffic information and vehicular data,
from being gathered at the control center. In addition, dis-
tributing the sub-problems to the vehicles can significantly
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speed up the computation process, which will be illustrated
in Section VI.

VI. CASE STUDIES

We conduct three tests to evaluate the performance of
our proposed system. We first assess the performance of
AVLS routing and charging optimization on different network
sizes using synthetic transportation networks. Then we test
the system performance on different vehicle fleet sizes and
numbers of logistic requests with a real-world transportation
system. Next we further examine the convergence behavior
of the distributed solution method. Finally, we investigate the
impact of time slot duration �t on the solution optimality and
computational time.

A. Simulation Configurations

Consider that each vehicle can be charged at any of DGs
in the system with charging rate capped by 22kW [43]. The
vehicles are equipped with batteries having random charging
efficiency from 80% to 90% and the battery capacities are
randomly selected from 24kWh, 30kWh (Nissan Leaf [44]),
40kWh, 60kWh, 70kWh, 85kWh, and 90kWh (Tesla Model
S [45]). According to the analysis in [46], the most dominating
factor that influences electric motor energy consumption is
the travel distance, followed by vehicular parameters (mass,
rolling resistance, etc.) and road parameters (gradient angle,
road friction, etc.). Hence, the energy consumption for each
vehicle on (i, j) is set to a random value between
0.3Dij to 1.0Dij , which loosely resembles the trend given
in [46, eq. (1)]. The service time for each request is set
between 5 and 30 minutes, which are typical values in the
benchmark test cases available at [47].

In all test cases, it is assumed that �|V|/3� DGs are
randomly located in the networks. We adopt the Eastern and
Western Wind Integration Data Set [48] provided by National
Renewable Energy Laboratory to simulate the energy gener-
ation of DGs, in which the wind power generations around
Los Angeles are employed. As the provided power outputs
are too large (0.1-10 MW) for typical-size DGs, the profiles
are scaled down such that the maximum power output is less
than 50kW [49].

In addition, |V|/25 depots are also randomly located in
the networks. Each AV is initially located at a random depot
with SOC randomly set between 30% and 70%. Their final
destinations are randomly selected, different from their starting
positions. Each AV serves a random amount of requests, whose
destinations are randomly selected among the nodes. The
deadlines of these requests are set to a random value between
one and three hours and the deadline for the AV to reach its
final destination equals to the latest deadline of all its logistic
requests. We do not prioritize the requests with specific factors
except their delivery deadlines. In our design, the order of
service for all requests by the same AV is solely generated
according to the result of the optimization, which depends
on the request deadlines and the underlying transportation
system traffic conditions. It is possible that some requests do
have higher/more urgent priority in a real-world system. For
such cases, tighter delivery deadlines can be assigned to these

requests in the model to realize the emergent cases. The length
of time slot �t is set to one minute.

We perform the simulations on a computer with an Intel
Core i7 CPU at 3.60 GHz and 32 GB RAM. The testing code
is developed in Python 3 and the optimization problems are
solved using Gurobi optimization solver [40].

By following [16], the step size of the distributed method is
updated as follows: ατ

g (0) is initialized with zero value. ατ
g (i +

1) = ατ
g (i) × 1.1 if

∑
k∈K ρk∗

vg
(τ, i) <

∑
k∈K ρk∗

vg
(τ, i − 1),

and ατ
g (i +1) = ατ

g (i)×0.1 otherwise. In addition, a step size
cap ατ

g(i) = 0.1 × (1 − 10−3)i is introduced for ατ
g (i). This

satisfies the “non-summable diminishing step size rule”, which
guarantees convergence of the distributed algorithm [41]. The
one-way communication delay is assumed to be 100 ms, which
is set according to the average latency of practical cellular
systems [16], [50].

B. Impact of Network Size

We investigate the impact of transportation network size
to the route scheduling performance. Random cases with
different numbers of road intersections (|V|) are generated
and we compare two methods to solve the joint routing and
charging problem: (i) solving Problem 1 in the centralized
manner and (ii) the distributed solution method discussed in
Section V. The results in terms of objective function value
and computational time for both methods are illustrated for
comparison.

For all the random cases, each node in the road network
connects to its nearest two to four nodes by two-way roads.
We consider 50 AVs, each of which serves three to five logistic
requests to simulate different load capacity of vehicles. The
driving speed of each vehicle is dynamic and it varies accord-
ing to the traffic speed of the traversing road. In other words,
the driving speed is set to the traffic flow rate of each particular
road. The traffic speed of each road is assigned according to
the real-world data of downtown Cologne, Germany during
7am to 8am3 [51], [52]. 5km × 5km, respectively.

The simulation results are summarized in Fig. 3. As the cen-
tralized method provides the best achievable solution, we show
the optimality of the distributed method in relative percentage
with respect to the centralized approach. For both objectives of
minimizing travel distance and delivery time, their optimalities
are calculated by Fctr/Fdst × 100%, where Fctr and Fdst

are the optimal objective function values for the central-
ized and distributed solutions, respectively. For maximizing
charged DG energy, the optimality is calculated by Fdst/Fctr.
We also provide the actual values for the centralized method
(in brackets) in the figure for reference.

From Fig. 3 it can be observed that, for both the travel
distance and delivery time, there is no significant relationship
between the optimal value and the network size. The main
reason is that in a fixed area, the average driving distance
between two locations is generally unaffected even with
more nodes defined in the graph, so as the driving time.
On the other hand, the total charged DG energy increases

37–8 am is selected because this period is among the time periods with the
most vehicular traces in the dataset, leading to a more realistic traffic scenario.
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TABLE II

MINIMIZED TRAVEL DISTANCE WITH DIFFERENT NUMBER OF AVS AND LOGISTIC REQUESTS

Fig. 3. Objective function value optimality and computation times with
different numbers of road intersections. (a) Minimizing travel distance (1).
(b) Maximizing DG energy (2). (c) Minimizing delivery time (3).

almost linearly with the network size. This is because that
the number of DGs is proportional to the total number of
nodes. More nodes lead to more DGs, which provide more

energy for charging. The optimality of the distributed solution
are outstanding with less than 0.8% optimality gaps. The
optimality is fluctuating due to the randomness in generating
different network topologies but the degree of fluctuation is
actually insignificant. At the same time, the simulation time
for both methods increases with |V|. This is contributed by
the increasing complexity of transportation network, which
introduces more constraints to the optimization problem.

C. Impact of Fleet Size and Number of Logistic Requests
Besides the network size, the number of AVs and logistic

requests can also significantly influence the system perfor-
mance. In this test, we study how they impact on a real-world
transportation system. We adopt the map data of downtown
Cologne, Germany from OpenStreepMap [53] to construct a
road network of the area. Specifically, all primary, secondary,
tertiary, and residential roads/paths are extracted to construct
a graph as depicted in Fig. 4. Over the graph, we employ the
vehicular mobility trace of 7am to 8 am from [51] and [52] to
determine the average traffic speed of each road in the network.
The subsequent simulations simulations are conduced on this
real-world setting. For conciseness, we present the simulation
results for the objective of minimizing travel distance only.
The results of the other objectives are given in Appendix B.

We first study the influence of AV fleet size to the system
performance. Here we generate 50 random problem cases for
each of |K| ∈ {20, 50, 100, 200, 300}. All other configurations
are identical to the description in Section VI-A. The averaged
simulation results are presented in Table II. It can be observed
that the optimal objective function values increase roughly lin-
early with the fleet size. This is because the average individual
travel distance of each AV are not influenced by the increasing
size of the fleet. Hence with more AVs, the total travel distance
also proportionally increase. In addition, the optimality of
the distributed solution improves with the number of AVs.
The reason is that more AVs provide larger flexibility, and
the distributed algorithm can generate better solution much
easier.

By the centralized approach, the computational time
increases drastically with |K|. But that for the distributed
solution is relatively insignificant. The reason is that, although
more vehicles result in more sub-problems, they can be solved
in a parallel manner. For each sub-problem, the problem size
is unrelated to the fleet size, leading to steady computational
time. However, as illustrated in Section VI-D, the number
of iterations required for the distributed solution to converge
actually increases with fleet size. The reason is that it takes
more time to coordinate more sub-problems for convergence.
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Fig. 4. The downtown map and road network of Cologne. (a) Cologne downtown map. (b) Cologne downtown road network.

Therefore, an increase in total computation time can still
be observed. Despite this, the results still demonstrate the
efficiency of the proposed distributed solution in develop-
ing routing and charging plans for the AVs in the system.
In real-world implementations, when it comes to true opti-
mal solution, we should go for the centralized solution but
its computational time increases exponentially with the AV
fleet size. With stringent computational time requirements,
the distributed solution is preferable for producing high-quality
results.

Next, we examine the sensitivity of the number of logistic
requests each AV serves. We consider four scenarios in which
the number of logistic requests for each vehicle is randomly
generated from one to two, from two to three, from three to
five, or from four to seven. For each scenario, 50 random cases
are generated, and the results are presented in Table II.

In general, the optimal objective value follows a similar
trend as that on changing the fleet size. The computational
time required grows linearly with the number of requests.
Meanwhile, the optimality of the distributed solution is not
significantly influenced by the number of requests. This is due
to the fact that increasing logistic requests does not change the
number of sub-problems created, which does not change the
solution space of � in Problem 4.

D. Convergence of Distributed Solution

In this test, we study the convergence of the distributed
algorithm. We select two arbitrary test cases of 20 and 300
vehicles from Section VI-C for illustration. We consider max-
imizing the total charged DG and the corresponding primal
and dual objective values computed by PGD in each iterations
are plotted in Fig. 5. It shows that the distributed algorithm
converges very fast (in 11th and 21st iterations for the
20- and 300-vehicle cases, respectively). In both cases,
the duality gap diminishes when the algorithm terminates.
In addition, the convergence speed in the larger test case is
relatively slower. In fact, increasing the number of AVs will
also enlarge the solution space of � rendering it more difficult

Fig. 5. Primal and dual convergence of the distributed solution on solving
test cases with 20 and 300 vehicles.

TABLE III

PERFORMANCE COMPARISON WITH VARIOUS TIME SLOT LENGTHS

to solve. After being convergent, the duality gap for the larger
case is also relatively smaller. This is consistent with the
previous result given in Table II.

E. Time Slot Duration

In this test we investigate the impact of time slot duration
�t on the optimality and computational time. Recall that in
Section IV-D, we divide time into slots of length �t to approx-
imate the continuous time horizon in Constraints (12)–(14).
Finer granularity makes better approximation, but it results in
higher complexity.

We adopt the 50 test cases with 20 vehicles generated in
Section VI-C in this test. For each case, we consider �t to



YU AND LAM: AUTONOMOUS VEHICLE LOGISTIC SYSTEM: JOINT ROUTING AND CHARGING STRATEGY 2185

TABLE IV

MAXIMIZED DG ENERGY WITH DIFFERENT NUMBER OF AVS AND LOGISTIC REQUESTS

TABLE V

MINIMIZED DELIVERY TIME WITH DIFFERENT NUMBER OF AVS AND LOGISTIC REQUESTS

be 15 seconds, 30 seconds, 1 minute, 2 minutes, 5 minutes,
10 minutes, 30 minutes, and 1 hour. For demonstration,
we focus on maximizing charged DG energy and the cen-
tralized solution is employed to produce the optimal results.
As �t = 15s has the best performance, all results are presented
in percentage relative to �t = 15 s shown in Table III.

From the results it can be concluded that the optimality
drops with �t . When �t is smaller (≤1 min), the rel-
ative optimality can reach greater than 99.99%. The per-
formance deteriorates significantly with coarser time slots
(say �t > 10min). When an AV is assigned to get charged
in a time slot, it needs to stay at that DG for the complete
time slot. When �t is too large, a long stay may prevent the
vehicle from delivering goods on time. The optimization may
prevent charging at critical time slots rendering a smaller total
charged DG energy. Table III also gives the corresponding
computational time required to develop the optimal solutions.
While coarse divisions do not significantly reduce the time,
fine-grained time resolutions lead to drastically increase of
computational time. Therefore, there is a trade-off between
solution quality and computational time.

VII. CONCLUSION

With introduction of AVs to modern transportation systems,
they can be used to accommodate logistic requests effectively
in future smart cities. As most AVs are powered by electricity,
they can help improve renewable penetrations by coordinating
their charging needs. In this paper, we develop AVLS to
integrate the logistics system with AVs in consideration of
their charging capabilities. In AVLS, AVs traverse a city to
serve logistic requests. Along their routes, AVs can stay at
one or multiple DGs to get charged. This can not only substan-
tially lengthen their driving distance but also allows the AVs
to participate in V2G. We focus on how to optimally develop
the routing and charging plans of the governed AVs. We for-
mulate the corresponding quadratic-constrained optimization
problem but it suffers from scalability issues. To make it more
practical, we develop a distributed solution method via dual

decomposition. We conduct extensive simulations to assess the
performance of the proposed AVLS. We investigate the impact
of problem size on the system performance and the required
computational time. The simulation results evidently show that
the distributed solution can produce nearly optimal solutions
with drastic reduction on computational time. In addition,
we analyze the convergence of the distributed method and the
results show that the convergence speed is closely related to
the number of vehicles in the system.

For future work, we will extend the deterministic formula-
tion with a stochastic model. We will also investigate how to
integrate the intelligent transportation system with smart grid
seamlessly for a sustainable smart city.

APPENDIX A
FORMULATING FORBIDDEN ROADS AND NODES

In real-world implementation, it is possible that some vehi-
cles cannot pass through certain roads or visit certain locations.
In other words, particular (types of) vehicles may be forbidden
to reach a subset of edges/nodes in the transportation system.
We can model this by incorporating additional constraints to
Problem 1. Suppose AV k is forbidden from running over
road (i, j). Recall that xk

i j defines if k drives on (i, j) along its
route. We can model its forbiddance on (i, j) by xk

i j = 0. For
k’s forbiddance on a particular node i , we can simply set xk

i j
of all the connecting roads to zeros. An alternative and more
computationally efficient way is to set k’s visiting time at i to
zero, i.e., tk

i = 0. This means that k cannot visit i (c.f. (7)).
Finally, in case that k is only allowed to visit j in a specified
period of time, for instance, from T to T , we can include the
limit T ≤ tk

j ≤ T .

APPENDIX B
IMPACT OF FLEET SIZE AND NUMBER OF LOGISTIC

REQUESTS ON DG ENERGY UTILIZATION AND

DELIVERY TIME

Related to Section VI-C, the simulation results with respect
to the optimal values of DG energy utilization and delivery
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time are presented. The simulation configurations are iden-
tical to those adopted in Section VI-C and the results are
summarized in Tables IV and V. The maximized DG energy
utilization is generally insensitive to either fleet size or num-
ber of logistic requests. This is because the total excessive
energy available at DGs is constant. Thus increasing the
number of AVs cannot further increase the amount of energy
charged from the DGs. Similarly, the minimized delivery time
follows the same trend as the result presented in Table II.
The analysis in Section VI-C is also applicable to this
objective.
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